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#### Abstract

We investigate existence and uniqueness of $p$-means $e_{p}$ and the median $e_{1}$ of a probability measure $\mu$ on a Finsler manifold, in relation with the convexity of the support of $\mu$. We prove that $e_{p}$ is the limit point of a continuous time gradient flow. Under some additional condition which is always satisfied for $p \geq 2$, a discretization of this path converges to $e_{p}$. This provides an algorithm for determining the Finsler center points.
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## 1. Introduction

The geometric barycenter of a set of points is the point which minimizes the sum of the squared distances to these points. It is the most traditional estimator in statistics that is however sensitive to outliers [18]. Thus, it is natural to replace the average distance squaring (power 2) by taking the power of $p$ for some $p \in[1,2)$. This leads to the definition of $p$-means. When $p=1$, the minimizer is the median of the set of points, very often used in robust statistics [18]. In many applications, $p$-means with some $p \in(1,2)$ give the best compromise. For existence and uniqueness in Riemannian manifolds under convexity conditions on the support of the measure, see Afsari [1].

The Fermat-Weber problem concerns finding the median $e_{1}$ of a set of points in a Euclidean space. Numerous authors worked out algorithms for computing $e_{1}$. The first algorithm was proposed by Weiszfeld in [34] (see also [33]). It has been extended to sufficiently small domains in Riemannian manifolds with non-negative curvature by Fletcher et al. in [13]. A complete generalization to manifolds with positive or negative curvature (under some convexity conditions in positive curvature) has been recently given by Yang in [36].

The Riemannian barycenter or Karcher mean of a set of points in a manifold or more generally of a probability measure has been extensively studied; see for example $[4,9,12,19-$ 21, 30], where questions of existence, uniqueness, stability, relation with martingales in manifolds, and behavior when measures are pushed by stochastic flows have been considered. The Riemannian barycenter corresponds to $p=2$ in the above description. Computation of Riemannian barycenters by gradient descent has been performed by Le in [23].

The aim of this paper is to extend to the context of Finsler manifolds the results on existence and uniqueness of $p$-means of probability measures, as well as algorithms for computing them.

Some convexity is needed, and as we shall see the fact that comparison results for triangles as Alexandroff and Toponogov theorems do not exist imposes more restrictions on the support of the probability measure. As a consequence, the sharp results on existence and uniqueness established by Afsari [1] and the algorithm for computing means of Yang in [36] do not extend to Finsler manifolds.

The motivation for this work primarily comes from signal filtering and denoising in the context of diffusion tensor imaging (DTI), high angular resolution diffusion imaging (HARDI, see [5, 28, 32]), orientation distribution functions (ODFs), and active contours [24]. Applications with experimental results of an implementation will be reported in forthcoming papers.

Information geometry at its heart considers the differential geometry nature of probability distributions induced by a divergence function. In probability theory, invariance by monotonic re-parameterization and sufficient statistics yields the class of $f$-divergences [3] $I_{f}(p, q)=\int p(x) f(q(x) / p(x)) d x$ that includes the Kullback-Leibler (KL) information-theoretic divergence $\mathrm{KL}(p, q)=\int p(x) \log (p(x) / q(x)) d x$ as its prominent member (for $f(t)=-\log t$ ). It is well known that the KL divergence (better known as the relative entropy) yields a dually flat structure [3] generalizing the (self-dual) Euclidean space.

Because divergences are usually asymmetric and violate the triangle inequality, they have not been extensively considered from an algorithmic point of view. Indeed, the triangle inequality property is often used in computational geometry to design efficient algorithms by allowing various 'pruning' techniques $[\mathbf{1 1}, \mathbf{1 5}]$. Computational geometry has thus mostly considered metric spaces for keeping the triangle inequality properties.

One can metrize divergences. The KL divergence can be symmetrized either into the Jeffreys divergence $J(p, q)=\mathrm{KL}(p, q)+\mathrm{KL}(q, p)$ or into the Jensen-Shannon (JS) divergence:

$$
\begin{aligned}
\mathrm{JS}(p, q) & =\mathrm{KL}\left(p, \frac{p+q}{2}\right)+\mathrm{KL}\left(q, \frac{p+q}{2}\right) \\
& =\int\left(p(x) \log \frac{2 p(x)}{p(x)+q(x)}+q(x) \log \frac{2 q(x)}{p(x)+q(x)}\right) d x
\end{aligned}
$$

The latter is preferred in practice because it is bounded, and its square root yields a metric that can be embedded into a Hilbert space [14].

Finsler distances, arising from the underlying Finsler metrics, are attractive as they preserve the triangle inequality [32] for efficient algorithmics but potentially model asymmetric distances.

In information geometry, the regular divergence $D$ associated to a Finslerian metric distance $d$ can be defined as $D(p, q)=d^{2}(p, q)$. Observe that the Finslerian-based divergence loses then the triangle inequality property [32] (for example, the squared Euclidean distance does not satisfy the triangle inequality).

## 2. Preliminaries

Let $M$ be a smooth manifold. On $M$ we consider a Finsler structure $F: T M \rightarrow \mathbb{R}_{+}$. For any $x \in M, V, X, Y, Z \in T_{x} M$ such that $V \neq 0$, let

$$
\begin{equation*}
g_{V}(X, Y):=\left.\frac{1}{2} \frac{\partial^{2}}{\partial s \partial t}\right|_{(s, t)=(0,0)} F^{2}(V+s X+t Y) \tag{2.1}
\end{equation*}
$$

(we shall also use the notation $\langle X, Y\rangle_{V}=g_{V}(X, Y)$ ) and

$$
\begin{equation*}
\langle X, Y, Z\rangle_{V}:=\left.\frac{1}{4} \frac{\partial^{3}}{\partial r \partial s \partial t}\right|_{(r, s, t)=(0,0,0)} F^{2}(V+r X+s Y+t Z) . \tag{2.2}
\end{equation*}
$$

We have

$$
\begin{equation*}
\langle X, Y, Z\rangle_{V}=\left.\frac{1}{2} \frac{\partial}{\partial r}\right|_{r=0} g_{V+r X}(Y, Z) \tag{2.3}
\end{equation*}
$$

and in particular since $F^{2}$ is 2-homogeneous and $V \mapsto g_{V}(X, Y)$ is 0 -homogeneous,

$$
\begin{equation*}
\langle V, Y, Z\rangle_{V}=0 . \tag{2.4}
\end{equation*}
$$

Let $V$ be a non-vanishing vector field on $M$. The Chern connection $\nabla^{V}$ is torsionfree and almost metric, and can be characterized by

$$
\begin{equation*}
X\langle Y, Z\rangle_{V}=\left\langle\nabla_{X}^{V} Y, Z\right\rangle_{V}+\left\langle Y, \nabla_{X}^{V} Z\right\rangle_{V}+2\left\langle\nabla_{X}^{V} V, Y, Z\right\rangle_{V} . \tag{2.5}
\end{equation*}
$$

More precisely, parameterizing locally $T M$ by coordinates

$$
\left(x^{1}, \ldots, x^{m}, y^{1}=d x^{1}, \ldots, y^{m}=d x^{m}\right)
$$

defining the geodesic coefficients as

$$
\begin{equation*}
G^{i}(y)=\frac{1}{4} g^{i k}(y)\left(2 \frac{\partial g_{j k}}{\partial x^{l}}-\frac{\partial g_{j l}}{\partial x^{k}}\right) y^{j} y^{l}, \quad y \in T M \backslash\{0\}, \tag{2.6}
\end{equation*}
$$

and letting

$$
\begin{equation*}
N_{j}^{i}=\frac{\partial G^{i}}{\partial y^{j}}, \quad \frac{\delta}{\delta x^{i}}=\frac{\partial}{\partial x^{i}}-N_{i}^{k}(y) \frac{\partial}{\partial y^{k}} \in T_{y}(T M \backslash\{0\}), \tag{2.7}
\end{equation*}
$$

the Christoffel symbols of the Chern connection are given by

$$
\begin{equation*}
\Gamma_{i j}^{k}=\frac{1}{2} g^{k l}\left(\frac{\delta g_{l j}}{\delta x^{i}}+\frac{\delta g_{i l}}{\delta x^{j}}-\frac{\delta g_{i j}}{\delta x^{l}}\right) \tag{2.8}
\end{equation*}
$$

(see [8]). Note that defining

$$
\begin{equation*}
\delta y^{i}=d y^{i}+N_{j}^{i}(y) d x^{j}, \tag{2.9}
\end{equation*}
$$

we have for a smooth function $f: T M \backslash\{0\} \rightarrow \mathbb{R}$

$$
\begin{equation*}
d f=\frac{\delta f}{\delta x^{i}} d x^{i}+\frac{\partial f}{\partial y^{i}} \delta y^{i} . \tag{2.10}
\end{equation*}
$$

The Chern curvature tensor is defined by the equation

$$
\begin{equation*}
R^{V}(X, Y) Z:=\nabla_{X}^{V} \nabla_{Y}^{V} Z-\nabla_{Y}^{V} \nabla_{X}^{V} Z-\nabla_{[X, Y]}^{V} Z, \tag{2.11}
\end{equation*}
$$

and the flag curvature is

$$
\begin{equation*}
\mathscr{K}(V, W):=\frac{\left\langle R^{V}(V, W) W, V\right\rangle}{\langle V, V\rangle_{V}\langle W, W\rangle_{V}-\langle V, W\rangle_{V}^{2}}, \tag{2.12}
\end{equation*}
$$

for two non-collinear $V, W \in T_{x} M$.
We say that $M$ has non-positive flag curvature if, for all $V, W, \mathscr{K}(V, W) \leq 0$.
The tangent curvature of two vectors $V, W \in T_{x} M$ is defined as

$$
\begin{equation*}
\mathscr{T}_{V}(W)=\left\langle\nabla_{W}^{W} \tilde{W}-\nabla_{W}^{V} \tilde{W}, V\right\rangle_{V} \tag{2.13}
\end{equation*}
$$

where $\tilde{W}$ is a vector field satisfying $\tilde{W}_{x}=W$. For a non-negative constant $\delta \geq 0$, we say that $\mathscr{T} \geq-\delta$ or $\mathscr{T} \leq \delta$ if, respectively,

$$
\begin{equation*}
\mathscr{T}_{V}(W) \geq-\delta F(V) F(W)^{2} \quad \text { or } \mathscr{T}_{V}(W) \leq \delta F(V) F(W)^{2} . \tag{2.14}
\end{equation*}
$$

For $x \in M$, we define

$$
\begin{equation*}
\mathscr{C}(x)=\sup _{v, w \in T_{x} M \backslash\{0\}} \sqrt{\frac{\langle v, v\rangle_{v}}{\langle v, v\rangle_{w}}}, \quad \mathscr{D}(x)=\sup _{v, w \in T_{x} M \backslash\{0\}} \sqrt{\frac{\langle v, v\rangle_{w}}{\langle v, v\rangle_{v}}} . \tag{2.15}
\end{equation*}
$$

Remark 2.1. For applications in active contours, a 'Wulff shape' is given which does not depend on $x$ and defines the Finsler structure. From this shape, $\mathscr{C}$ and $\mathscr{D}$ can easily be calculated. See for example [24, 37].

A geodesic in $M$ is a curve $t \mapsto c(t)$ satisfying for all $t, \nabla_{\dot{c}(t)}^{\dot{c}(t)} \dot{c}=0$. It is well known that a geodesic has constant speed, and that it locally minimizes the distance [8]. If so, letting $\rho(x, y)$ be the forward distance from $x$ to $y$,

$$
\begin{equation*}
\rho^{2}(x, y)=\langle\dot{c}(0), \dot{c}(0)\rangle_{\dot{c}(0)}, \tag{2.16}
\end{equation*}
$$

where $t \mapsto c(t)$ is the minimal geodesic satisfying $c(0)=x$ and $c(1)=y$. By definition, the backward distance from $x$ to $y$ is $\rho(y, x)$.

For $x \in M$ and $v \in T_{x} M$, we let whenever it $\operatorname{exists}^{\exp _{x}(v)}:=c(1)$, where $t \mapsto c(t)$ is the geodesic satisfying $\dot{c}(0)=v$.

If $M$ is complete, analytic, simply connected, and has non-positive flag curvature (we say that $M$ is an analytic Cartan-Hadamard manifold), then $\exp _{x}: T_{x} M \rightarrow M$ is a homeomorphism [6, Theorem 4.7]. Under these assumptions, letting for $x, y \in M, \overrightarrow{x y}=\exp _{x}^{-1}(y)$, we have

$$
\begin{equation*}
\rho^{2}(x, y)=\langle\overrightarrow{x y}, \overrightarrow{x y}\rangle_{\overrightarrow{x y}} . \tag{2.17}
\end{equation*}
$$

For $x_{0} \in M$ and $R>0$, let us denote by $B\left(x_{0}, R\right)$ (respectively $\bar{B}\left(x_{0}, R\right)$ ) the (forward) open (respectively closed) ball with center $x_{0}$ and radius $R$ :

$$
\begin{equation*}
B\left(x_{0}, R\right)=\left\{y \in M, \rho\left(x_{0}, y\right)<R\right\} \quad\left(\text { respectively } \bar{B}\left(x_{0}, R\right)=\left\{y \in M, \rho\left(x_{0}, y\right) \leq R\right\}\right) \tag{2.18}
\end{equation*}
$$

Now let $(t, s) \mapsto c(t, s)$ be a family of minimizing geodesics $t \mapsto c(t, s), \quad t \in[0,1]$, parameterized by $s \in I, I$ being an interval in $\mathbb{R}$. Define

$$
\begin{equation*}
E(s)=\frac{1}{2} \rho^{2}(c(0, s), c(1, s)) . \tag{2.19}
\end{equation*}
$$

The computation of $E^{\prime}(s)$ and $E^{\prime \prime}(s)$ is well known; see for example $[7]$. We have

$$
\begin{equation*}
E^{\prime}(s)=\left\langle\partial_{s} c(1, s), \partial_{t} c(1, s)\right\rangle_{\partial_{t} c(1, s)}-\left\langle\partial_{s} c(0, s), \partial_{t} c(0, s)\right\rangle_{\partial_{t} c(0, s)} . \tag{2.20}
\end{equation*}
$$

As for the second derivative, letting $c=c(\cdot, 0)$ and, for $X, Y$ vector fields along $c$,

$$
\begin{equation*}
I(X, Y)=\int_{0}^{1}\left(\left\langle\nabla_{T}^{T} X, \nabla_{T}^{T} Y\right\rangle_{T}-\left\langle R^{T}(X, T) T, Y\right\rangle_{T}\right) d t \tag{2.21}
\end{equation*}
$$

be the index of $X$ and $Y$, we have

$$
\begin{align*}
E^{\prime \prime}(0)= & \left\langle\nabla_{\partial_{s} c(1,0)}^{\partial_{t} c(1,0)} \partial_{s} c(1, \cdot), \partial_{t} c(1,0)\right\rangle_{\partial_{t} c(1,0)}-\left\langle\nabla_{\partial_{s} c(0,0)}^{\partial_{t} c(0,0)} \partial_{s} c(0, \cdot), \partial_{t} c(0,0)\right\rangle_{\partial_{t} c(0,0)} \\
& +I\left(\partial_{s} c(\cdot, 0), \partial_{s} c(\cdot, 0)\right) \tag{2.22}
\end{align*}
$$

Assuming $s \mapsto c(0, s)$ and $s \mapsto c(1, s)$ are geodesics, we obtain

$$
\begin{equation*}
E^{\prime \prime}(0)=\mathscr{T}_{\partial_{t} c(0,0)}\left(\partial_{s} c(0,0)\right)-\mathscr{T}_{\partial_{t} c(1,0)}\left(\partial_{s} c(1,0)\right)+I\left(\partial_{s} c(\cdot, 0), \partial_{s} c(\cdot, 0)\right) . \tag{2.23}
\end{equation*}
$$

We are interested in the situation where $c(1, s) \equiv z$ a constant. In this case, we have

$$
\begin{equation*}
E^{\prime \prime}(0)=\mathscr{T}_{\partial_{t} c(0,0)}\left(\partial_{s} c(0,0)\right)+I\left(\partial_{s} c(\cdot, 0), \partial_{s} c(\cdot, 0)\right) . \tag{2.24}
\end{equation*}
$$

For $p \geq 1$, define

$$
\begin{equation*}
D_{p}(s)=\rho^{p}(c(0, s), z) . \tag{2.25}
\end{equation*}
$$

Proposition 2.2. Assume $\mathscr{K} \leq k, \mathscr{T} \geq-\delta$, and $\mathscr{C} \leq C$ for some $k, \delta \geq 0, C \geq 1$. Let $p>1$. Then, writing $r=\rho(x, z)$,

$$
\begin{equation*}
D_{p}^{\prime \prime}(0) \geq p r^{p-2}\left(\min \left(p-1, \frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\right) C^{-2}-\delta r\right) \tag{2.26}
\end{equation*}
$$

If $z$ and $x=c(0,0)$ satisfy $\rho(x, z)<R(p, k, \delta, C)$ with

$$
\begin{equation*}
R(p, k, \delta, C)=\min \left(\frac{p-1}{C^{2} \delta}, \frac{1}{\sqrt{k}} \arctan \left(\frac{\sqrt{k}}{C^{2} \delta}\right)\right) \tag{2.27}
\end{equation*}
$$

and the injectivity radius at $x$ is strictly larger than $R(p, k, \delta, C)$, then $D_{p}^{\prime \prime}(0)>0$.
Remark 2.3. Note if $p \geq 2$, then

$$
R(p, k, \delta, C)=R(2, k, \delta, C)=\frac{1}{\sqrt{k}} \arctan \left(\frac{\sqrt{k}}{C^{2} \delta}\right) .
$$

Proof. Define $T(t)=\partial_{t} c(t, 0), J(t)=\partial_{s} c(t, 0)$, and

$$
J^{T}(t)=\frac{1}{F(T(t))^{2}}\langle J(t), T(t)\rangle_{T(t)} T(t), \quad J^{N}(t)=J(t)-J^{T}(t) .
$$

Using successively [7, Lemma 9.5.1] which compares the index $I(J, J)$ with the one of its 'transplant' into a manifold with constant curvature $k^{2}$ and the index lemma [7, Lemma 7.3.2] which compares the index of the transplant to the one of the Jacobi field with the same boundary values, we get, letting $r=\rho(x, z)=D_{1}(0)$,

$$
\begin{equation*}
I(J, J) \geq \frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}+\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)} . \tag{2.28}
\end{equation*}
$$

Using the expression (2.24) for $E^{\prime \prime}(0)$, we obtain

$$
\begin{equation*}
E^{\prime \prime}(0) \geq-\delta r+\frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}+\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)} . \tag{2.29}
\end{equation*}
$$

We have from (2.20)

$$
\begin{equation*}
E^{\prime}(0)^{2}=r^{2}\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)} . \tag{2.30}
\end{equation*}
$$

Now, from $D_{1}(s)=\sqrt{2 E(s)}$, we get

$$
\begin{equation*}
D_{1}^{\prime}(s)=\frac{E^{\prime}(s)}{D_{1}(s)}, \quad D_{1}^{\prime \prime}(s)=\frac{E^{\prime \prime}(s)}{D_{1}(s)}-\frac{E^{\prime}(s)^{2}}{D_{1}^{3}(s)}, \tag{2.31}
\end{equation*}
$$

and this yields

$$
\begin{aligned}
D_{p}^{\prime \prime}(0) & =p D_{1}(0)^{p-2}\left((p-1) D_{1}^{\prime}(0)^{2}+D_{1}(0) D_{1}^{\prime \prime}(0)\right) \\
& =p r^{p-2}\left((p-2)\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)}+E^{\prime \prime}(0)\right) \\
& \geq p r^{p-2}\left((p-1)\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)}-\delta r+\frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}\right) \\
& \geq p r^{p-2}\left(\min \left(p-1, \frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\right)\langle J(0), J(0)\rangle_{T(0)}-\delta r\right) \\
& \geq p r^{p-2}\left(\min \left(p-1, \frac{\sqrt{k} r \cos (\sqrt{k} r)}{\sin (\sqrt{k} r)}\right) C^{-2}-\delta r\right) .
\end{aligned}
$$

From this bound the rest of the proof follows easily.
Similarly, we can obtain an upper bound for $D_{p}^{\prime \prime}(0)$.
Proposition 2.4. Assume the sectional curvatures $\mathscr{K}$ have a lower bound $-\beta^{2}$ for some $\beta>0$, and $\mathscr{T} \leq \delta^{\prime}$ for some $\delta^{\prime}>0, \mathscr{D} \leq D$ for some $D \geq 1$. Again, let $r=\rho(x, z)$ and assume
that the injectivity radius at $x$ is larger than $r$. Then

$$
\begin{equation*}
D_{p}^{\prime \prime}(0) \leq p r^{p-2}\left(D^{2} \max (p-1, \beta r \operatorname{coth}(\beta r))+\delta^{\prime} r\right) \tag{2.32}
\end{equation*}
$$

Proof. We have by (2.24) and (2.31) together with the fact that

$$
\begin{gather*}
I(J, J)=\left\langle J^{T}(0), J^{T}(0)\right\rangle+I\left(J^{N}, J^{N}\right)  \tag{2.33}\\
\left.D_{p}^{\prime \prime}(0)=p r^{p-2}(p-1)\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)}+I\left(J^{N}, J^{N}\right)+\mathscr{T}_{T}(J)\right)
\end{gather*}
$$

Let $t \mapsto X(t)$ be the parallel vector field along $t \mapsto c(t, 0)$ with initial condition $J^{N}(0)$ and, for $t \in[0,1]$, let

$$
G(t)=\cosh (r \beta t)-\operatorname{coth}(r \beta) \sinh (r \beta t)
$$

This is the solution of $G^{\prime \prime}=r \beta G$ with conditions $G(0)=1$ and $G(1)=0$. The vector field $t \mapsto Y(t)$ along $t \mapsto c(t, 0)$ defined by

$$
\begin{equation*}
Y(t)=G(t) X(t) \tag{2.34}
\end{equation*}
$$

has the same boundary values as $t \mapsto J^{N}(t)$, so, by the index lemma [7, Lemma 7.3.2], we have

$$
\begin{equation*}
I\left(J^{N}, J^{N}\right) \leq I(Y, Y) \tag{2.35}
\end{equation*}
$$

On the other hand,

$$
\begin{aligned}
I(Y, Y) & =\int_{0}^{1}\left(G^{\prime}(t)^{2}\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}-G(t)^{2}\left\langle R^{T}(X(t), T(t)) T(t), X(t)\right\rangle_{T(t)}\right) d t \\
& \leq\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)} \int_{0}^{1}\left(G^{\prime}(t)^{2}+r^{2} \beta^{2} G(t)^{2}\right) d t \\
& =\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}\left(\left[G^{\prime}(t) G(t)\right]_{0}^{1}+\int_{0}^{1} G(t)\left(-G^{\prime \prime}(t)^{2}+r^{2} \beta^{2} G(t)\right) d t\right) \\
& =\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)} r \beta \operatorname{coth}(r \beta)
\end{aligned}
$$

So,

$$
\begin{align*}
D_{p}^{\prime \prime}(0) & \leq p r^{p-2}\left((p-1)\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)}+r \beta \operatorname{coth}(r \beta)\left\langle J^{N}(0), J^{N}(0)\right\rangle_{T(0)}\right)+\delta^{\prime} r \\
& \leq p r^{p-2}\left(\max ((p-1), r \beta \operatorname{coth}(r \beta))\langle J(0), J(0)\rangle_{T(0)}+\delta^{\prime} r\right) \\
& \leq p r^{p-2}\left(D^{2} \max ((p-1), r \beta \operatorname{coth}(r \beta))+\delta^{\prime} r\right) \tag{2.36}
\end{align*}
$$

since $F(J(0))=1$.
For $x \in M$, let $\ell_{x}: T_{x} M \rightarrow T_{x}^{*} M$ be the Legendre transformation, defined as

$$
\begin{equation*}
\ell_{x}(V)=g_{V}(V, \cdot) \quad \text { if } V \neq 0, \quad \ell_{x}(0)=0 \tag{2.37}
\end{equation*}
$$

It is well known that $\ell_{x}$ is a bijection. The global Legendre transformation on $T M$ is defined as

$$
\begin{equation*}
\mathscr{L}(V)=\ell_{\pi(V)}(V) \tag{2.38}
\end{equation*}
$$

where $\pi: T M \rightarrow M$ is the canonical projection. If we define the dual Minkowski norm $F^{*}$ on $T_{x}^{*} M$ as

$$
\begin{equation*}
F^{*}(\xi)=\max \left\{\xi(y), y \in T_{x} M, F(y)=1\right\} \tag{2.39}
\end{equation*}
$$

then

$$
\begin{equation*}
F=F^{*} \circ \mathscr{L} \tag{2.40}
\end{equation*}
$$

and, for non-zero $V \in T M$ and $\alpha \in T^{*} M$,

$$
\begin{equation*}
\langle\mathscr{L}(V), V\rangle=F(V)^{2}, \quad\left\langle\alpha, \mathscr{L}^{-1}(\alpha)\right\rangle=F^{*}(\alpha)^{2} \tag{2.41}
\end{equation*}
$$

(see for example [2]).
For $f$ a $C^{1}$ function on $M$, we may define the gradient of $f$ as

$$
\begin{equation*}
\operatorname{grad} f=\mathscr{L}^{-1}(d f) \tag{2.42}
\end{equation*}
$$

## 3. Forward $p$-means

Let $\mu$ be a compactly supported probability measure in $M$. For $p>1$ and $x \in M$, we define

$$
\begin{equation*}
\mathscr{E}_{\mu, p}(x)=\int_{M} \rho^{p}(x, z) \mu(d z) \tag{3.1}
\end{equation*}
$$

The (forward) $p$-mean of $\mu$ is the point $e_{p}$ of $M$ where $\mathscr{E}_{\mu, p}$ reaches its minimum whenever it exists and is unique.

In this paper we will consider forward $p$-means and we will call them $p$-means. Similarly, we could define the backward $p$-mean $\overleftarrow{e}_{p}$ as the point which minimizes

$$
x \mapsto \overleftarrow{\mathscr{E}}_{\mu, p}(x):=\int_{M} \rho^{p}(z, x) \mu(d z)
$$

Depending on the context, forward or backward mean is more appropriate. One should note that defining the reverse (or adjoint) Finsler structure $\overleftarrow{F}(v)=F(-v), v \in T M$, it is easy to check that the associated distance $\overleftarrow{\rho}$ satisfies $\overleftarrow{\rho}(z, x)=\rho(x, z)$, and the forward $p$-mean for $\overleftarrow{F}$ is the backward $p$-mean for $F$. So, without loss of generality, we can consider only the forward $p$-means.

One should also note that in high angular resolution diffusion imaging the Finsler structure is symmetric, so both notions coincide. It is not the case for the application concerning active contours, where it is natural to consider non-symmetric $F$.

Even if it is in a non-Finslerian context, one can give the example of right-sided and leftsided Kullback-Leibler divergences for families of Gaussian probability densities (see [25]). The left-sided centroid focuses on the highest mode (it is zero-forcing), and the rightsided centroid tries to cover the support of both normals (it is zero-avoiding as depicted in [25, Figure 2]). Furthermore, the left-sided Kullback-Leibler centroid yields the best single Gaussian distribution approximating the mixture model induced by the (weighted) family of Gaussians [29, Theorem 4.1]. The left-sided Kullback-Leibler centroid has been successfully used for simplifying statistical mixture models [17].

Proposition 3.1. Assume there exists $C>0$ such that $\mathscr{C}(x) \leq C$ for all $x \in M$, where $\mathscr{C}(x)$ is defined in (2.15). Assume furthermore that $\operatorname{supp}(\mu) \subset B\left(x_{0}, R\right)$ for some $x_{0} \in M$ and $R>0$. Then $x \mapsto \mathscr{E}_{\mu, p}(x)$ has at least one global minimum in $\bar{B}\left(x_{0}, C(1+C) R\right)$.

Proof. We begin with establishing that for all $y_{1}, y_{2} \in M$,

$$
\begin{equation*}
\frac{1}{C} \rho\left(y_{2}, y_{1}\right) \leq \rho\left(y_{1}, y_{2}\right) \leq C \rho\left(y_{2}, y_{1}\right) \tag{3.2}
\end{equation*}
$$

It is sufficient to establish the second inequality and then to exchange $y_{1}$ and $y_{2}$. If $t \mapsto \varphi(t)$ is a path from $y_{1}=\varphi(0)$ to $y_{2}=\varphi(1)$, then its length $L(\varphi)$ satisfies

$$
\begin{aligned}
L(\varphi) & =\int_{0}^{1} \sqrt{\langle\dot{\varphi}(t), \dot{\varphi}(t)\rangle_{\dot{\varphi}(t)}} d t \\
& =\int_{0}^{1} \sqrt{\frac{\langle-\dot{\varphi}(t),-\dot{\varphi}(t)\rangle_{\dot{\varphi}(t)}}{\langle-\dot{\varphi}(t),-\dot{\varphi}(t)\rangle_{-\dot{\varphi}(t)}} \sqrt{\langle-\dot{\varphi}(t),-\dot{\varphi}(t)\rangle_{-\dot{\varphi}(t)}} d t} .
\end{aligned}
$$

$$
\begin{aligned}
& \leq \int_{0}^{1} \mathscr{C}(\varphi(t)) \sqrt{\langle-\dot{\varphi}(t),-\dot{\varphi}(t)\rangle_{-\dot{\varphi}}(t)} d t \\
& \leq C \int_{0}^{1} \sqrt{\langle-\dot{\varphi}(t),-\dot{\varphi}(t)\rangle_{-\dot{\varphi}(t)}} d t \\
& =C L(\hat{\varphi}),
\end{aligned}
$$

where $\hat{\varphi}$ is the path from $y_{2}$ to $y_{1}$ defined by $\hat{\varphi}(t)=\varphi(1-t)$. Minimizing over all paths $\hat{\varphi}$ from $y_{2}$ to $y_{1}$, we get

$$
\begin{equation*}
\rho\left(y_{1}, y_{2}\right) \leq C \rho\left(y_{2}, y_{1}\right) . \tag{3.3}
\end{equation*}
$$

Now, if $\operatorname{supp}(\mu) \subset B\left(x_{0}, R\right)$, then $\mathscr{E}_{\mu, p}\left(x_{0}\right) \leq R^{p}$. On the other hand, if $x \notin \bar{B}\left(x_{0}\right.$, $C(1+C) R)$, then, for all $y \in B\left(x_{0}, R\right)$,

$$
\begin{aligned}
\rho(x, y) & \geq \rho\left(x, x_{0}\right)-\rho\left(y, x_{0}\right) \\
& \geq \frac{1}{C} \rho\left(x_{0}, x\right)-C \rho\left(x_{0}, y\right) \\
& \geq(1+C) R-C R=R
\end{aligned}
$$

and this clearly implies that $\mathscr{E}_{\mu, p}(x) \geq R^{p}$. From this, we get the conclusion.
Concerning the uniqueness of the global minimum of $\mathscr{E}_{\mu, p}$, we also have the following easy result.

Proposition 3.2. Assume that $\mu$ is supported by a compact ball $\bar{B}\left(x_{0}, R\right)$ and that, for all $z \in \bar{B}\left(x_{0}, R\right)$, the function $x \mapsto \rho^{p}(x, z)$ is strictly convex in $\bar{B}\left(x_{0}, C(1+C) R\right)$. Then $\mu$ has a unique $p$-mean in $\bar{B}\left(x_{0}, C(1+C) R\right)$.

Proof. If $x \mapsto \rho^{p}(x, z)$ is strictly convex for all $z$ in the support of $\mu$, then $\mathscr{E}_{\mu, p}$ is strictly convex, and this implies that it has a unique minimum, which is attained at a unique point $e_{p}$. $\square$

Corollary 3.3. Assume $\mathscr{K} \leq k, \mathscr{T} \geq-\delta$, and $\mathscr{C} \leq C$ for some $k, \delta \geq 0, C \geq 1$. Let $p>1$. Again, let

$$
R(p, k, \delta, C)=\min \left(\frac{p-1}{C^{2} \delta}, \frac{1}{\sqrt{k}} \arctan \left(\frac{\sqrt{k}}{C^{2} \delta}\right)\right) .
$$

If $\mu$ is supported by a geodesic ball $B\left(x_{0}, R\right)$ with

$$
\begin{equation*}
R \leq \frac{1}{C(C+1)^{2}} R(p, k, \delta, C) \tag{3.4}
\end{equation*}
$$

and the injectivity radius at any $x \in B\left(x_{0}, C(1+C) R\right)$ is strictly larger than $R(p, k, \delta, C)$, then $\mu$ has a unique $p$-mean $e_{p}$ satisfying

$$
\begin{equation*}
e_{p} \in \bar{B}\left(x_{0}, \frac{1}{C+1} R(p, k, \delta, C)\right) . \tag{3.5}
\end{equation*}
$$

Proof. If $x, z \in B\left(x_{0}, C(1+C) R\right)$, then

$$
\rho(x, z) \leq \rho\left(x, x_{0}\right)+\rho\left(x_{0}, z\right) \leq(1+C)^{2} C R \leq R(p, k, \delta, C) .
$$

Using Proposition 2.2, we obtain that $\mathscr{E}_{\mu, p}$ is strictly convex on $B\left(x_{0}, C(1+C) R\right)$. So, by Proposition 3.2, $\mu$ has a unique $p$-mean in $\bar{B}\left(x_{0}, C(1+C) R\right)$.

Remark 3.4. Letting $x_{0} \in M$ and $D$ be a relatively compact neighborhood of $x_{0}$, then $\mathscr{K}$ and $\mathscr{C}$ are bounded above on $D$ by, say, $k_{D}$ and $C_{D}$, and $\mathscr{T}$ is bounded below on $D$ by $-\delta_{D}$.

Using these bounds instead of $k, C$, and $\delta$, we can find $R$ sufficiently small so that the conditions of Corollary 3.3 are fulfilled. So, we can say any measure $\mu$ with sufficiently small support has a unique $p$-mean.

Remark 3.5. If $M$ is a Cartan-Hadamard manifold, we recover the fact that we can take $R(p, k, \delta, C)$ as large as we want.

More generally, in the Riemannian case, Afsari [1] proved existence and uniqueness of $p$-means, $p \geq 1$, on geodesic balls with radius

$$
r<\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{2 \sqrt{k}}\right\} \quad \text { if } p \in[1,2)
$$

and

$$
r<\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{\sqrt{k}}\right\} \quad \text { if } p \geq 2
$$

Even taking $\delta=0$ and $C=1$ in Corollary 3.3, the support of $\mu$ has half the size of the one in [1] for $p \in(1,2)$, due to the fact that we have an additional condition (3.4) coming from the non-optimality of Proposition 3.2 in the Riemannian context. As for $p \geq 2$, another factor of two is gained in [1] with repeated use of Toponogov and Alexandroff theorems which are not available in our context.

Remark 3.6. The condition on injectivity radius is the same as in the Riemannian case. The cut locus of any point of $x \in B\left(x_{0}, C(1+C) R\right)$ has to be at distance larger than $R(p, k, \delta, C)$. As for Riemannian manifolds, there is no general condition which insures this property for cut points, but for conjugate points the same condition holds, due to the Rauch comparison theorem; see [7, Theorem 9.6.1]. In the particular case when $M$ is a CartanHadamard Finsler manifold, that is, it has non-positive flag curvature and it is simply connected, the injectivity radius in everywhere infinite (see [7, Theorem 9.4.1]).

Proposition 3.7. Let $a \mapsto x(a)$ solve the equation

$$
\begin{equation*}
x(0)=x_{0} \quad \text { and for } a \geq 0 \quad x^{\prime}(a)=\operatorname{grad}_{x(a)}\left(-\mathscr{E}_{\mu, p}\right) . \tag{3.6}
\end{equation*}
$$

Under the conditions of Corollary 3.3, the path $a \mapsto x(a)$ converges as $a \rightarrow \infty$ to the $p$-mean of $\mu$.

Proof. If $f(a)=\left(-\mathscr{E}_{\mu}\right)(x(a))$, we have, as soon as $\operatorname{grad}_{x(a)}\left(-\mathscr{E}_{\mu, p}\right) \neq 0$,

$$
\begin{aligned}
f^{\prime}(a) & =\left\langle d_{x(a)}\left(-\mathscr{E}_{\mu, p}\right), x^{\prime}(a)\right\rangle \\
& =\left\langle d_{x(a)}\left(-\mathscr{E}_{\mu, p}\right), \operatorname{grad}_{x(a)}\left(-\mathscr{E}_{\mu, p}\right)\right\rangle \\
& =\left\langle d_{x(a)}\left(-\mathscr{E}_{\mu, p}\right), \mathscr{L}^{-1}\left(d_{x(a)}\left(-\mathscr{E}_{\mu, p}\right)\right)\right\rangle \\
& =F^{*}\left(d_{x(a)}\left(-\mathscr{E}_{\mu, p}\right)\right)^{2}
\end{aligned}
$$

by (2.40) and (2.41).
On the other hand, we have $f(0) \geq-R^{p}$ and $f$ is non-decreasing. This implies that for all $a \geq 0, x(a) \in \bar{B}\left(x_{0}, C(1+C) R\right)$, since, for all $x \notin \bar{B}\left(x_{0}, C(1+C) R\right), \mathscr{E}_{\mu, p}(x) \geq R^{p}$. As a consequence, $x(a)$ has limit points as $a$ goes to infinity and, since $f(a)$ converges, any limit point is a critical point of $x \mapsto \mathscr{E}_{\mu, p}(x)$. But, by Proposition 3.2, $\mathscr{E}_{\mu, p}$ has a unique critical point in $\bar{B}\left(x_{0}, C(1+C) R\right)$ which is the mean $e_{p}$ of $\mu$. So, we can conclude that $x(a)$ converges to $e_{p}$.

## 4. Forward median

Let $\mu$ be a compactly supported probability measure in $M$. For $x \in M$, we define

$$
\begin{equation*}
\mathscr{F}_{\mu}(x)=\int_{M} \rho(x, z) \mu(d z) \tag{4.1}
\end{equation*}
$$

The median of $\mu$ is the point in $M$ where $\mathscr{F}_{\mu}$ reaches its minimum whenever it exists and is unique.

In the terminology of Section 3 , we have $\mathscr{F}_{\mu}=\mathscr{E}_{\mu, 1}$. The following result extends Proposition 3.1 to the case $p=1$ and has exactly the same proof.

Proposition 4.1. Assume there exists $C>0$ such that $\mathscr{C}(x) \leq C$ for all $x \in M$. Assume furthermore that $\operatorname{supp}(\mu) \subset B\left(x_{0}, R\right)$ for some $x_{0} \in M$ and $R>0$. Then $x \mapsto \mathscr{F}_{\mu}(x)$ has at least one global minimum in $\bar{B}\left(x_{0}, C(1+C) R\right)$.

Proposition 4.2. Assume that $\mu$ is supported by a compact ball $\bar{B}\left(x_{0}, R\right)$, that the support of $\mu$ is not contained in a single geodesic, and that, for all $z \in \bar{B}\left(x_{0}, R\right)$, the forward distance to $z$ is convex, and strictly convex in any geodesic of $\bar{B}\left(x_{0}, C(1+C) R\right)$ which does not contain $z$. Then $\mu$ has a unique median $m \in \bar{B}\left(x_{0}, C(1+C) R\right)$.

Proof. Clearly, under these assumptions $\mathscr{F}_{\mu}$ is strictly convex, so it has a unique local minimum; this minimum is global and is attained at a unique point $m \in \bar{B}\left(x_{0}, C(1+C) R\right)$.

REmARK 4.3. Contrarily to the case of $p$-means for $p>1$, we cannot say at this stage that any probability measure $\mu$ with sufficiently small support has a unique median, since we do not know whether $\mathscr{F}_{\mu}$ is strictly convex or not. In the next proposition, we give a sufficient condition for strict convexity of $\mathscr{F}_{\mu}$.

Proposition 4.4. Assume $\mathscr{K} \leq k$ and $\mathscr{T} \geq-\delta$ for some $k, \delta>0$. Assume that the injectivity radius at any point of $\bar{B}\left(x_{0}, C(1+C) R\right)$ is larger than $\left(C^{2}+C+1\right) R$. Define

$$
\begin{align*}
\eta= & \min \left\{\int_{M} \sqrt{k} \cot (\sqrt{k} \rho(\pi(v), z))\left\langle v^{N}, v^{N}\right\rangle \underset{\pi(v) z}{ } \mu(d z)\right. \\
& \left.v \in T M \text { satisfying } \pi(v) \in \bar{B}\left(x_{0}, C(1+C) R\right), F(v)=1\right\} \tag{4.2}
\end{align*}
$$

where $v^{N}$ is the normal part of $v$ with respect to the vector $\overrightarrow{\pi(v) z}$ and the scalar product $\langle\cdot, \cdot\rangle \underset{\pi(v) z}{ }$. If $\eta-\delta>0$, then $\mathscr{F}_{\mu}$ is strictly convex on $\bar{B}\left(x_{0}, C(1+C) R\right)$. More precisely, for all $x \in B\left(x_{0}, C(1+C) R\right)$ and for all unit speed geodesics $\gamma$ starting at $x$,

$$
\begin{equation*}
\left(\mathscr{F}_{\mu} \circ \gamma\right)^{\prime \prime}(0) \geq \eta-\delta \tag{4.3}
\end{equation*}
$$

Proof. With the notation of Section 2, from (2.31) we have

$$
\begin{equation*}
D_{1}^{\prime \prime}(0)=r^{-1}\left(E^{\prime \prime}(0)-\left\langle J^{T}(0), J^{T}(0)\right\rangle_{T(0)}\right) \tag{4.4}
\end{equation*}
$$

Let $\gamma(s)=c(0, s)$, the unit speed geodesic with initial condition $v=J(0)$, and $f(s)=\mathscr{F}_{\mu}(\gamma(s))$. Equation (4.4) together with (2.29) gives

$$
\begin{equation*}
f^{\prime \prime}(0) \geq-\delta+\int_{M} \sqrt{k} \cot (\sqrt{k} \rho(\pi(v), z))\left\langle v^{N}, v^{N}\right\rangle \underset{\pi(v) z}{ } \mu(d z) \geq \eta-\delta \tag{4.5}
\end{equation*}
$$

From this, we get the condition for the strict convexity of $\mathscr{F}_{\mu}$.

For $x \in M$, define the measure $\mu_{x}=\mu-\mu(\{x\}) \delta_{x}$. Then the map $y \mapsto \mathscr{F}_{\mu_{x}}(y)$ is differentiable at $y=x$.

Since

$$
\begin{equation*}
\mathscr{F}_{\mu}(y)=\mathscr{F}_{\mu_{x}}(y)+\mu(\{x\}) \rho(y, x) \tag{4.6}
\end{equation*}
$$

and, for $v \in T_{x} M, \mathscr{F}_{\mu}$ is differentiable in the direction $v$ with derivative

$$
\begin{equation*}
\left\langle d \mathscr{F}_{\mu}, v\right\rangle=\left\langle d \mathscr{F}_{\mu_{x}}, v\right\rangle+\mu(\{x\}) F(-v), \tag{4.7}
\end{equation*}
$$

we see that $x$ is a local minimum of $\mathscr{F}_{\mu}$ if and only if for all non-zero $v \in T_{x} M$,

$$
\begin{equation*}
\mu(\{x\}) F(-v) \geq\left\langle d \mathscr{F}_{\mu_{x}},-v\right\rangle, \tag{4.8}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\mu(\{x\}) \geq \frac{\left(F^{*}\left(d \mathscr{F}_{\mu_{x}}\right)\right)^{2}}{F\left(\mathscr{L}^{-1}\left(d \mathscr{F}_{\mu_{x}}\right)\right)} \tag{4.9}
\end{equation*}
$$

(take $-v=\mathscr{L}^{-1}\left(d \mathscr{F}_{\mu_{x}}\right) / F\left(\mathscr{L}^{-1}\left(d \mathscr{F}_{\mu_{x}}\right)\right)$ ). But, since $F^{*}=F \circ \mathscr{L}^{-1}$, we get the following proposition.

Proposition 4.5. A point $x$ in $M$ is a local minimum of $\mathscr{F}_{\mu}$ if and only if

$$
\begin{equation*}
\mu(\{x\}) \geq F^{*}\left(d \mathscr{F}_{\mu_{x}}\right) \tag{4.10}
\end{equation*}
$$

Note that for the Riemannian case this result is due to Yang [36].
Define the vector

$$
\begin{equation*}
H(x)=\left.\operatorname{grad}_{y}\left(\mathscr{F}_{\mu_{x}}(y)\right)\right|_{y=x} . \tag{4.11}
\end{equation*}
$$

Alternatively,

$$
\begin{equation*}
H(x)=\mathscr{L}^{-1}\left(\int_{M \backslash\{x\}} \mathscr{L}\left(-\frac{1}{\rho(x, z)} \overrightarrow{x z}\right) \mu(d z)\right) \tag{4.12}
\end{equation*}
$$

Let $a \mapsto x(a)$ be the path in $M$ defined by $x(0)=x_{0}$ and

$$
\dot{x}(a)= \begin{cases}-H(x(a)) & \text { if for all } a^{\prime} \leq a, \mu\left(\left\{x\left(a^{\prime}\right)\right\}\right)<F^{*}\left(d \mathscr{F}_{\mu_{x\left(a^{\prime}\right)}}\right) ;  \tag{4.13}\\ 0 & \text { if for some } a^{\prime} \leq a, \mu\left(\left\{x\left(a^{\prime}\right)\right\}\right) \geq F^{*}\left(d \mathscr{F}_{\left.\mu_{x\left(a^{\prime}\right)}\right)}\right) .\end{cases}
$$

Define

$$
\begin{equation*}
f(a)=\mathscr{F}_{\mu}(x(a)) . \tag{4.14}
\end{equation*}
$$

We have for the right derivative of $f$ when $x(a)$ is not a minimal point of $\mathscr{F}_{\mu}$ :

$$
\begin{aligned}
f_{+}^{\prime}(a)= & \left\langle d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right), \dot{x}(a)\right\rangle+\mu(\{x(a)\}) F(-\dot{x}(a)) \\
= & -\left\langle d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right), \mathscr{L}^{-1}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)\right\rangle \\
& +\mu(\{x(a)\}) F\left(\mathscr{L}^{-1}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)\right) \\
= & -F^{*}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)^{2}+\mu(\{x(a)\}) F\left(\mathscr{L}^{-1}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)\right) .
\end{aligned}
$$

We get

$$
\begin{equation*}
f_{+}^{\prime}(a)=-F^{*}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)\left(F^{*}\left(d_{x(a)}\left(\mathscr{F}_{\mu_{x(a)}}\right)\right)-\mu(\{x(a)\})\right), \tag{4.15}
\end{equation*}
$$

which is negative as soon as $x(a)$ is not a minimal point of $\mathscr{F}_{\mu}$. From this, we get the following proposition.

Proposition 4.6. Assume that $\mu$ is supported by a compact ball $\bar{B}\left(x_{0}, R\right)$, that the support of $\mu$ is not contained in a single geodesic, and that, for all $z \in \bar{B}\left(x_{0}, R\right)$, the forward distance to $z$ is convex, and strictly convex in any geodesic of $\bar{B}\left(x_{0}, C(1+C) R\right)$ which does not contain $z$. Then the path $a \mapsto x(a)$ converges to the median $m$ of $\mu$.

Proof. This is similar to the proof of Proposition 3.7.

## 5. An algorithm for computing $p$-means

Lemma 5.1. Assume $\mathscr{K} \geq-\beta^{2}, \mathscr{T} \leq \delta^{\prime}, \mathscr{D} \leq D$ with $\beta>0, \delta^{\prime} \geq 0, D \geq 1$. For $p>1, r>0$, define

$$
\begin{equation*}
H(r)=H_{p, \beta, D, \delta^{\prime}}(r):=p r^{p-2}\left(D^{2} \max ((p-1), r \beta \operatorname{coth}(r \beta))+\delta^{\prime} r\right) \tag{5.1}
\end{equation*}
$$

If $\mu$ is a probability measure on $M$ with bounded support and $x \in M$, define

$$
\begin{equation*}
H_{\mu}(x)=H_{\mu, p, \beta, D, \delta^{\prime}}(x):=\int_{M} H_{p, \beta, D, \delta^{\prime}}(\rho(x, y)) d \mu \tag{5.2}
\end{equation*}
$$

If $t \mapsto \gamma(t)$ is a unit speed geodesic, then, for all $t$,

$$
\begin{equation*}
\left(\mathscr{E}_{\mu, p} \circ \gamma\right)^{\prime \prime}(t) \leq H_{\mu}(\gamma(t)) \tag{5.3}
\end{equation*}
$$

Proof. For $x, y \in M, r=\rho(x, y), s \mapsto \gamma(s)=c(0, s)$ a unit speed geodesic started at $x=$ $c(0,0)$, and $t \mapsto c(t, s)$ the geodesic satisfying $c(1, s)=y$, we have

$$
D_{p}^{\prime \prime}(0) \leq p r^{p-2}\left(D^{2} \max ((p-1), r \beta \operatorname{coth}(r \beta))+\delta^{\prime} r\right)
$$

Integrating this equation with respect to $y$ gives the result.
REmARK 5.2. If $p \geq 2$ or $\mu$ has a smooth density, then the function $H_{\mu}$ is bounded on all compact sets.

The main result is the following (see [23] for a similar result in a Riemannian manifold).
Proposition 5.3. Assume $-\beta^{2} \leq \mathscr{K} \leq k,-\delta \leq \mathscr{T} \leq \delta^{\prime}, \mathscr{C} \leq C$, and $\mathscr{D} \leq D$ for some $\beta, k, \delta, \delta^{\prime}>0$ and $C, D \geq 1$. Let $p>1$. Assume the support of $\mu$ is contained in $B\left(x_{0}, R\right)$ and $\mathscr{E}_{\mu, p}$ is strictly convex on $\bar{B}\left(x_{0}, C(C+1) R\right)$. Assume furthermore that the function $H_{\mu}=$ $H_{\mu, p, \beta, D, \delta^{\prime}}$ is bounded on $\bar{B}\left(x_{0}, C(C+1) R\right)$ by a constant $C_{H}>0$, and that the injectivity radius at any point of $\bar{B}\left(x_{0}, C(C+1) R\right)$ is larger than $C^{2}+C+1$. Define the gradient algorithm as follows.

Step 1. Start from a point $x_{1} \in B\left(x_{0}, C(C+1) R\right)$ such that $\mathscr{E}_{\mu, p}\left(x_{1}\right) \leq R^{p}$ (take for instance $x_{1}=x_{0}$ ) and let $k=1$.

Step 2. Let

$$
\begin{equation*}
v_{k}=\frac{\left.\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}{F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}, \quad t_{k}=\frac{F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}{C_{H}} \tag{5.4}
\end{equation*}
$$

and let $\gamma_{k}$ be the geodesic satisfying $\gamma_{k}(0)=x_{k}, \dot{\gamma}_{k}(0)=v_{k}$. Define

$$
\begin{equation*}
x_{k+1}=\gamma_{k}\left(t_{k}\right) \tag{5.5}
\end{equation*}
$$

and then do again Step 2 with $k=k+1$.
Then the sequence $\left(x_{k}\right)_{k \geq 1}$ converges to $e_{p}$.
Proof. We first prove that the sequence $\left(\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)_{k \in \mathbb{N}}$ is non-increasing. For this, we write

$$
\begin{aligned}
\mathscr{E}_{\mu, p}\left(\gamma_{k}\left(t_{k}\right)\right) & \leq \mathscr{E}_{\mu, p}\left(\gamma_{k}(0)\right)+\left\langle d \mathscr{E}_{\mu, p}, v_{k}\right\rangle t_{k}+C_{H} \frac{t_{k}^{2}}{2} \\
& \leq \mathscr{E}_{\mu, p}\left(\gamma_{k}(0)\right)-F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right) \frac{1}{C_{H}} F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& +\frac{C_{H}}{2}\left(\frac{F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}{C_{H}}\right)^{2} \\
= & \mathscr{E}_{\mu, p}\left(\gamma_{k}(0)\right)-\frac{C_{H}}{2}\left(\frac{F\left(\operatorname{grad}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}{C_{H}}\right)^{2} . \tag{5.6}
\end{align*}
$$

This proves that the sequence is non-increasing. As a consequence, for all $k \geq 1, x_{k} \in$ $\bar{B}\left(x_{0}, C(C+1) R\right)$, since $\mathscr{E}_{\mu, p}\left(x_{k}\right) \leq R^{p}$ and, for all $x \notin \bar{B}\left(x_{0}, C(C+1) R\right), \mathscr{E}_{\mu, p}(x)>R^{p}$.

Next we prove that $\mathscr{E}_{\mu, p}\left(x_{k}\right)$ converges to $\mathscr{E}_{\mu, p}\left(e_{p}\right)$. We know that $\mathscr{E}_{\mu, p}\left(x_{k}\right)$ converges to $a \geq \mathscr{E}_{\mu, p}\left(e_{p}\right)$. Extracting a subsequence $x_{k_{\ell}}$ converging to some $x_{\infty} \in \bar{B}\left(x_{0}, C(C+1) R\right)$, this implies that $t_{k_{\ell}}$ converges to 0 . But this is possible only if $x_{\infty}=e_{p}$, which implies that $a=\mathscr{E}_{\mu, p}\left(e_{p}\right)$. As a consequence, any converging subsequence has $e_{p}$ as a limit, and this implies that $x_{k}$ converges to $e_{p}$.

REMARK 5.4. For this result, we need the Hessian of $\mathscr{E}_{\mu, p}$ to be bounded, and the subgradient algorithm in Riemannian manifolds as developed in [36] does not work. The reason is that for this algorithm, we would need to take

$$
v_{k}=\frac{\left.\operatorname{grad}_{\overrightarrow{x_{k} e_{p}}}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}{F\left(\operatorname{grad}_{\overrightarrow{x_{k} e_{p}}}\left(-\mathscr{E}_{\mu, p}\left(x_{k}\right)\right)\right)}
$$

where $\operatorname{grad} \underset{x_{k} e_{p}}{ }$ denotes the gradient with respect to the metric $\langle\cdot, \cdot\rangle_{\overrightarrow{x_{k} e_{p}}}$. So, we would need to know $e_{p}$ !

Corollary 5.5. Let $p=2$. If

$$
R \leq \frac{1}{C(C+1)^{2} \sqrt{k}} \arctan \left(\frac{\sqrt{k}}{C \delta^{2}}\right)
$$

or $M$ has non-positive flag curvature, then the algorithm of Proposition 5.3 can be applied with the appropriate constants.

Proof. With this assumption, by Proposition 2.2 the function $\mathscr{E}_{\mu, 2}$ is strictly convex on $\bar{B}\left(x_{0}, C(C+1) R\right)$.
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